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Abstract-One of the important factors for image storage or 
transmission over any communication media is the image 
compression. Compression makes it possible for creating file 
sizes of manageable, storable and transmittable dimensions. 
Compression is achieved by exploiting the redundancy. Image 
Compression techniques fall under two categories, namely, 
Lossless and Lossy. The Algorithm, used for this purpose, is the 
Linde, Buzo, and Gray (LBG) Algorithm. This is an iterative 
algorithm which alternatively solves the two optimality criteria 
i.e. Nearest neighbor condition and Centroid condition . The 
algorithm requires an initial codebook to start with. Codebook is 
generated using a training set of images. The set is 
representative of the type of images that are to be compressed. 
There are different methods like Random Codes and Splitting in 
which the initial code book can be obtained. This initial 
codebook is obtained by the splitting method in LBG algorithm. 
In this method an initial code vector is set as the average of the 
entire training sequence. This code vector is then split into two. 
The iterative algorithm is run with these two vectors as the 
initial codebook. The final two code vectors are splitted into four 
and the process is repeated until the desired number of code 
vector is obtained. The compression algorithm can be measured 
by certain performances such as Compression Ratio (CR), Peak 
Signal-to-Noise Ratio (PSNR). 

Keywords- Vector quantization, Codebook generation, LBG 
algorithm, Image compression. 
 
  I. INTRODUCTION 

   In this paper, the LBG algorithm for image compression is 
reviewed. One of the important factors for image storage or 
transmission over any communication media is the image 
compression. Compression makes it possible for creating file 
sizes of manageable, storable and transmittable dimensions. 
Compression is achieved by exploiting the redundancy. 
Image Compression techniques fall under two categories, 
namely, Lossless and Lossy. In Lossless Techniques the 
image can be reconstructed after compression, without any 
loss of data in the entire process. Lossy techniques, on the 
hand are irreversible, because, they involve performing 
quantization, which result in loss of data. More compression 
is achieved in the case of lossy compression than lossless 
compression[2].In return for accepting this distortion in the 

reconstruction, we can generally obtain much higher 
compression ratios than is possible with lossless compression. 
Any compression algorithm is acceptable provided a 
corresponding decompression algorithm exists. Vector 
Quantization (VQ) achieves more compression making it 
useful for band-limited channels. The algorithm for the design 
of optimal VQ is commonly referred to as the Linde-Buzo-
Gray (LBG) algorithm, and it is based on minimization of the 
squared-error distortion measure. The basic idea of VQ is that 
if a set of representative image vectors, also called 
codewords, can be designed, they can be then used to 
represent all the image blocks. The set of representative 
codewords forms the codebook for VQ. Generally, VQ can be 
divided into three procedures: codebook design procedure, 
image encoding procedure, and the image decoding 
procedure. The codebook design procedure is executed before 
the other two procedures for VQ. Image compression is an 
indispensable coding operation that is able to minimize the 
data volume for many applications such as storage of images 
in a database, TV and facsimile transmission, video 
conferencing. Compression of images involves taking 
advantage of the redundancy in data present within an image. 
Vector quantization is often used when high compression 
ratios are required. In VQ, the transformed image has to be 
coded into vectors. Each of these vectors is then 
approximated and replaced by the index of one of the 
elements of the codebook. The only useful information in this 
is the index for each of the blocks of the original image, thus 
reducing the transmission bit rate. The goal of the codebook 
design procedure is to design the desired codebook that is to 
be used in the image encoding/decoding procedures. So far, 
several codebook design algorithms had been used to design 
the VQ codebooks. Among them, the LBG algorithm is the 
most commonly used method for codebook design. In the 
image encoding procedure of VQ, the image is partitioned 
into a set of non-overlapped image blocks of n x n pixels. 
Each image block of n x n pixels can be ordered to form a k-
dimensional image blocks, where k = n x n. The closest 
codeword in the codebook for each image vector is to be 
determined. The compressed codes of VQ are the indices of 
the closest codewords in the codebook for all the image 
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blocks [6].Vector Quantization (VQ) methods allow arbitrary 
compression of digital images. They are widely employed in 
encoding video. These methods share a common structure. 
The image is divided into pixel blocks and these blocks are 
approximated by a smaller set of images drawn from a fixed 
code book. The number of bits needed to specify the original 
code block is replaced by the typically smaller number of bits 
needed to specify its corresponding code. The image 
compression using vector quantization (VQ) techniques has 
received large interest .In VQ approaches adjacent pixels are 
taken as a single block, which is mapped into a finite set of 
codewords. In decoding stage the codewords are replaced by 
corresponding vectors. The set of codewords and the 
associated vectors together is called a codebook. In VQ, the 
correlation which exists between adjacent pixels are naturally 
taken into account, and with a comparatively small codebook 
one achieves a small quantization error in reconstructed 
images. The main idea in VQ, is to find a codebook which 
minimizes the quantization mean error in reconstructed 
images. One of the best known VQ methods is the Linde-
Buzo-Gray (LBG) algorithm, which iteratively searches 
clusters in the training data. The cluster centroids are used as 
the codebook vectors, while the codewords for them can be 
selected arbitrarily [10].The compression rate is the ratio of 
the file size of the uncompressed image over the size for the 
compressed image, denoted. The compression rate is varied 
by decreasing the size of the codebook but typically at the 
cost of increasing the discrepancy between a block and the 
code which replaces it.  

              II.RELATED WORK 

   Grouping source outputs together and encoding them as a 
single block, we can obtain efficient lossy as well as lossless 
compression algorithms. We can view blocks as vectors, 
hence the name “vector quantization”. Vector Quantization 
(VQ) is a lossy data compression method based on the 
principle of Block Coding. It is a fixed- to- fixed length 
algorithm .The design of the vector quantizer (VQ) is 
considered to be a challenging problem due to the need for 
multi-dimensional integration [3]. Linde, Buzo and Gray 
(LBG) proposed a VQ design algorithm based on a training 
sequence. The use of the training sequence bypasses the need 
for multidimensional integration [1].Each quantizer codeword 
represents a single sample of the source output. By taking 
longer and longer sequences of input samples, it is possible to 
extract the structure in the source coder output.  Even when 
the input is random, encoding sequences of samples instead 
of encoding individual samples separately provides a more 
efficient code. Encoding sequences of samples is more 
advantageous in the lossy compression framework as well. By 
“advantageous” we mean a lower distortion for a given rate, 
or a lower rate for a given distortion. By “rate” we mean the 
average number of bits per input sample, and the measures of 
distortion will generally be the mean squared error and the 
signal-to-noise ratio. The idea that, encoding sequences of 
outputs can provide an advantage over, the encoding of 
individual samples and the basic results in information theory 

were all proved by taking longer and longer sequences of 
inputs. This indicates that a quantization strategy that works 
with sequences or blocks of output would provide some 
improvement in performance i.e. if we wish to generate a 
representative set of sequences.  

   Given a source output sequence, we would represent it with 
one of the elements of the representative set. In vector 
quantization we group the source output into blocks or 
vectors. For example, we can take a block of L pixels from an 
image and treat each pixel value as a component of a vector 
of size or dimension L. This vector of source outputs forms 
the input to the vector quantizer. The encoder and decoder of 
the vector quantizer, we have a set of L-dimensional vectors 
called the codebook of the vector quantizer. The vectors in 
this codebook, known as code-vectors are selected to be 
representative of the vectors we generate from the source 
output. Each code-vector is assigned a binary index. At the 
encoder, the input vector is compared to each code-vector in 
order to find the code-vector closest to the input vector. In 
order to inform the decoder about which code-vector was 
found to be the closest to the input vector, we transmit or 
store the binary index of the code-vector. Because the 
decoder has exactly the same codebook, it can retrieve the 
code-vector given its binary index. A pictorial representation 
of this process is shown in Fig.1 

 

Fig. 1   The vector quantization procedure 

   Although the encoder may have to perform a considerable 
amount of computations in order to find the closest 
reproduction vector to the vector of source outputs, the 
decoding consists of a table lookup. This makes vector 
quantization a very attractive encoding scheme for 
applications in which the resources available for decoding are 
considerably less than the resources available for encoding 
[7].Codebook consists of a set of vectors, called codevectors. 
A vector quantization algorithm uses this codebook to map an 
input vector to the codevector closest to it. Image 
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compression, the goal of vector quantization, can then be 
achieved by transmitting or storing only the index of the 
vector.  
 
   The most commonly Known and used algorithm is the 
Linde-Buzo-Gray (LBG) algorithm. Codebook Initialization 
has methods, they are random codes, which use a random 
initial codebook where the first Nc, vectors (or any widely   
spaced Nc vectors) of the training set are chosen as the initial 
codebook and  in splitting  centroids for the entire training set 
is found, and this single codeword is then split (perturbed by 
a small amount) to form two codewords. Design continues, 
optimum code of one stage is split to form an initial code for 
the next stage until Nc code vectors are generated.  
 
    For a particular training set (e.g. training set corresponding 
to approximate component) a step by step selection process is 
applied to generate a prescribed number of temporary 
clusters. ‘Similar' vectors of the training space gather under 
the same cluster. Clustering process is initiated by finding the 
smoothest vector in the training space. The variance of a 
vector is used as the determining factor of smoothness and the 
vector having minimum variance is selected as the smoothest 
vector and termed as the reference vector. From these 
clusters, C vectors are chosen very carefully, one from each 
cluster, by natural selection. The quality of reconstructed 
image depends on the level of decomposition and size of the 
codebook. It also depends on the code vector dimension 
.More the size of the codebook, better the quality, but it 
correspondingly increases the rate. The amount of 
compression will be described in terms of the rate, which will 
be measured in bits per sample. Suppose we have a codebook 
of size K, and the input vector is of dimension L. In order to 
inform the decoder of which code-vector was selected, we 
need to use

2log K    bits. For example, if the codebook 

contained 256 code-vectors, we would need 8 bits to specify 
which of the 256 code-vectors had been selected at the 
encoder. Thus, the number of bits per vector is 

2log K     bits. 

As each code-vector contains the reconstruction values for L, 
source output samples, the number of bits per sample would 
be 

2log K   /L. Thus, the rate for an L-dimensional vector 

quantizer with a codebook of size K is 
2log K   /L.   When we 

say that in a codebook C containing the K code-vectors {Yi} , 
the input vector X is closest to Yj we will mean that 
 

 ||X-Yj||
2 ≤ ||X-Yi||

2 for all Yi   C  ,  

Where X = (x1 x2…xL) And ||X||2 = 2

1

x



L

i
i

 

    When we are discussing compression of images, a sample 
refers to a single pixel. Finally, the output points of the 
quantizer are often referred to as levels. Thus, when we wish 
to refer to a quantizer with K output points or code-vectors, 
we may refer to it as a K-level quantizer. As we block the 
input into larger and larger blocks or vectors, these higher 

dimensions provide even greater flexibility and the promise 
of further gains to be made. The distortion measure, simply 
knowing the output points gives us sufficient information to 
implement the quantization process. Quantization is a very 
simple process.  In practice, the quantizer consists of two 
mappings: an encoder mapping and a decoder mapping. The 
encoder divides the range of values that the source generates 
into a number of intervals. Each interval is represented by a 
distinct codeword. The encoder represents all the source 
outputs that fall into a particular interval by the codeword 
representing that interval. As there could be many possibly 
infinitely many distinct sample values that can fall in any 
given interval, the encoder mapping is irreversible. Knowing 
the code only tells us the interval to which the sample value 
belongs. For a given set of quantization values, the optimal 
thresholds are equidistant from the values. Instead of output 
levels, vector quantization (VQ) employs a set of 
representation vectors (for the one-dimensional case) or 
matrices (for the two-dimensional case). The set is referred to 
as the “codebook” and the entries as “codewords”. The 
thresholds are replaced by decision surfaces defined by a 
distance metric. Typically, Euclidean distance from the 
codeword is used. In the coding phase, the image is 
subdivided into blocks, typically of a fixed size of n x n 
pixels. For each block, the nearest codebook entry under the 
distance metric is found and the ordinal number of the entry is 
transmitted. On reconstruction, the same codebook is used 
and a simple look-up operation is performed to produce the 
reconstructed image. The standard approach to calculate the 
codebook is by way of the Linde, Buzo and Gray (LBG) 
algorithm. Initially, K codebook entries are set to random 
values. On each iteration, each block in the input space is 
classified, and based on its nearest codeword. Each codeword 
is then replaced by the mean of its resulting class. The 
iterations continue until a minimum acceptable error is 
achieved. This algorithm minimizes the mean squared error 
over the training set. In addition, the algorithm is very 
sensitive to the initial codebook [8]. When the image blocks 
are vector quantized, there likely to exist high correlation 
among the neighboring blocks and hence among the 
corresponding codeword indices. Therefore, if indices are 
coded by comparing with the previous indices, further 
reduction in the bit rate can be achieved. In our scheme, the 
index of the codeword of a block is encoded exploiting the 
degree of the similarity of the block with previously encoded 
upper or left blocks. If the degree of similarity of the block 
with the neighboring blocks is not high, we assume that the 
closest match codeword of the current block may be nearer to 
the codewords of the neighboring blocks. For example, if one 
of the two neighboring blocks codeword’s index is ‘N’, the 
closest match codeword of the block to be encoded may lie 
between (N-J)th codeword and (N+J)th codeword in the 
codebook, where J is any arbitrary number. So the index can 
be coded in log 2(2 * J) bits. This idea is based on the 
property existing in the codebook design using LBG 
algorithm with splitting technique. In the splitting technique, 
bigger size codebook is generated by splitting each codeword 
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of the smaller codebook into two. The size of the codebook is 
always in powers of two (2M → 2(M+1)). Hence, relatively 
similar two image blocks may have same closest match 
codeword in Jth position at codebook of size 2M and at 
codebook of size 2(M+1), one of the two image blocks may 
have its closest match codeword at Jth place in the codebook 
and other block’s codeword may be in (J+1)th place[9]. Thus, 
the quantizer is completely defined by the output points and a 
distortion measure. The main problem in VQ is choosing the 
vectors for the codebook so that the mean quantization error 
is minimal, after the codebook is known, mapping input 
vectors to it is a trivial matter of finding the best match. As 
earlier VQ compression requires ¼ codebook entry of total 
length blocks if we select 2x2 block size , and index finding 
time is more as the codebook entry is more ,so it is not 
suitable for the fast data transaction . Codebook formulation 
is also requires more time while LBG is efficient and very 
good choice for data transmission as it uses minimum 
codebook entries. Again it also need codebook entries and 
that has to formulate fast with minimum block size .The 
major problem is the length of codebook and time require to 
formulate the codebook .We have to make balancing between 
length of codebook entries, block size selection and time 
required to formulate the codebook. The maximum entries in 
the codebook will be time consuming. Then we should have 
initial codebook having some decided entries if the codebook 
entry does not match with initial codebook it will have more 
distortion. So, we   have LBG algorithm which is optimize. 

III. LBG ALGORITHM 

   The Linde, Buzo, and Gray (LBG) Algorithm, is an iterative 
algorithm which requires an initial codebook to start with. 
Codebook is generated using a training set of images [5].The 
set is representative of the type of images that are to be 
compressed. There are different methods like Random Codes 
and Splitting [4], in which the initial code book can be 
obtained. This initial codebook is obtained by the splitting 
method in LBG algorithm. In this method an initial code 
vector is set as the average of the entire training sequence. 
This codevector is then split into two. The iterative algorithm 
is run with these two vectors as the initial codebook. The final 
two codevectors are splitted  into four and the process is 
repeated until the desired number of code vectors is 
obtained[1].The compression algorithm can be measured by  
certain performances such as compression Ratio(CR),Peak 
Signal to Noise ratio(PSNR)[2].  
    One way of exploiting the structure in the source output is 
to place the quantizer output points where the source output 
(blocked into vectors) are most likely to congregate. The set 
of quantizer output points is called the codebook of the 
quantizer and the process of placing these output points is 
often referred to as codebook design. When we group the 
source output in two-dimensional vectors, we might be able 
to obtain a good codebook design by plotting a representative 
set of source output points and then visually locate where the 
quantizer output points should be. However, this approach to 
codebook design breaks down when we design higher-

dimensional vector quantizer. So we need an automatic 
procedure for locating where the source outputs are clustered 
[7].Linde-Buzo and Gray algorithm is as follows. 
 
1. Start with an initial set of reconstruction values   

 ( )

1

Mo
i i

Y


. Set k = 0, D (0) = 0. Select threshold . (For 

practical implementation we truncate step 1 as set of training 

vectors = N

n n 1
X

 , where N = new value of total training 

vectors.) 
2.  Find quantization regions 
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5. k= k+1. Find new reconstruction values  ( )

1

Mk
i i

Y


   that 

are the centroids of ( 1)k
iV  . Go to Step 2.  

   This algorithm forms the basis of most vector quantizer 
designs. It is popularly known as the Linde-Buzo-Gray or 
LBG algorithm. Linde, Buzo and Gray described a technique 
called splitting technique for initializing the design algorithm. 
We begin by designing a vector quantizer with a single output 
point, in other words, a codebook of size one, or a one-level 
vector quantizer. With a one-element codebook, the 
quantization region is the entire input space, and the output is 
the average value of the entire training set. From this output 
point ,the initial codebook for a two-level vector quantizer 
can be obtained by including the output point for the one-
level quantizer and a second output point obtained by adding 
a fixed perturbation vector  . We then use the LBG 
algorithm to obtain the two-level vector quantizer. Once the 
algorithm has converged, the two codebook vectors are used 
to obtain the initial codebook for a four-level vector 
quantizer. This initial four- level codebook consists of the two 
codebook vectors from the final codebook of the two-level 
vector quantizer and another two vectors obtained by adding 
  to the two codebook vectors. The LBG algorithm can then 
be used until this four-level quantizer converges. In this 
manner, we keep doubling the number of levels until we 
reach the desired number of levels. The algorithm is 
continued till the distortion falls below some small 
threshold . The threshold   can be selected arbitrarily to be 
some small value. The distortion threshold   can be any 
value ≥ 0.The necessary condition for a quantizer to be 
optimal is that it is a fixed-point quantizer. For finite alphabet 
distributions the algorithm always converges to a fixed-point 
quantizer in a finite number of steps .In this algorithm, the 
distortion will not increase from one iteration to the next. The 

Asmita A. Bardekar et al / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 2 (6) , 2011, 2584-2589.

2587



convergence of the algorithm depends on the initial 
conditions. So a splitting technique has been used for 
initializing the design algorithm. A one-level vector quantizer 
is designed with a code book of size one, which is the average 
of all the training vectors in the set. The initial codebook for a 
two-level vector quantizer is obtained by retaining the 
original output, and the second one obtained by adding a 
fixed perturbation vector   to it. After convergence, the two-
level VQ is used to yield a four-level VQ in a similar manner. 
The above procedure is repeated till a codebook of required 
size is obtained. The codebook size increases exponentially 
with the rate of the quantizer, increasing the size of the 
codebook increases the quality of the reconstruction, but the 
encoding time also increases due to the increase in the 
computations required to find the closest match. By including 
the final codebook of the previous stage at each splitting, we 
guarantee that the codebook after splitting will be at least as 
good as the codebook prior to splitting. In order to see how 
this algorithm functions, consider the following example of a 
two-dimensional vector quantizer codebook design [7]. 
 
Example: Suppose our training set consists of the height and 
weight values shown in Table 1. The initial set of output 
points is shown in Table 2 (For ease of presentation, we will 
always round the coordinates of the output points to the 
nearest integer.) The inputs, outputs, and quantization regions 
are shown in Fig.2 

 
TABLE 1 

TRAINING SET FOR DESIGINING VECTOR QUANTIZER CODEBOOK 
 

                   Height                 Weight 

72                     180 
 65                    120 
 59                    119 
64                     150 
65                     162 
57                       88 
72                     175 
44                       41 
62                     114 
60                     110 
56                       91 
70                     172 
 

 

TABLE 2 
INITIAL SET OF OUTPUT POINTS FOR CODEBOOK DESIGN 

 

         Height                Weight 

                       45                         50 
                       75                       117 
                       45                       117 
                       80                       180 
 

The input (44, 41) has been assigned to the first output point; 
the inputs (56, 91), (57, 88), (59, 119), and (60, 110) have 
been assigned to the second output point: the inputs (62, 114), 
and (65, 120) have been assigned to the third output, and the 
five remaining vectors from the training set have been 
assigned to the fourth output. The distortion for this 
assignment is 387.25. We now find the new output points. 
There is only one vector in the first quantization region, so 
the first output point is (44, 41). The average of the four 
vectors in the second quantization region (rounded up) is the 
vector (58,102), which is the new second output point. In a 
similar manner, we can compute the third and fourth output 
points as (64, 117) and (69, 168). The new output points and 
the corresponding quantization regions are shown in Fig. 3. 
From  Fig. 3 we can see that, while the training vectors that 
were initially part of the first and fourth quantization regions 
are still in the same quantization regions, the training vectors 
(59,115) and (60,120), which were in quantization region 2, 
are now in quantization region 3. The distortion 
corresponding to this assignment of training vectors to 
quantization regions is 89, considerably less than the original 
387.25. Given the new assignments, we can obtain a new set 
of output points. The first and fourth output points do not 
change because the training vectors in the corresponding 
regions have not changed. However, the training vectors in 
regions 2 and 3 have changed. Recomputing the output points 
for these regions, we get (57, 90) and (62, 116). The  final 
form of the quantizer in shown in Fig.4.  The distortion 
corresponding to the final assignments is 60.17[7].  

 

Fig. 2  Initial state of the vector quantizer 

 

Fig .3 The vector quantizer  after one iteration 
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Fig. 4  Final state of the vector quantizer 
 

   The LBG algorithm guarantees that the distortion from one 
iteration to the next will not increase [7] .This compression is 
measured by certain performances such as Compression Ratio 
(CR), Peak Signal-to-Noise Ratio (PSNR)[2] .Compression 
Ratio (CR), is defined as a ratio of the number of bits required 
to represent the data before compression to the number of bits 
required after compression. Mean square error (MSE), refers 
to the average value of the square of the error between the 
original signal and the reconstruction. A common measure of 
distortion is the mean squared error (MSE). Peak Signal-to-
Noise Ratio (PSNR), is defined as the ratio of square of the 
peak value of the signal to the mean square error. The 
distortion in the decoded images measured using peak signal-
to-noise ratio (PSNR)[10]. 

  IV. APPLICATION 

Data transfer of uncompressed image over digital networks 
requires very high bandwidth .The state-of-the-art image 
compression techniques may exploit the dependencies 
between the sub-bands in a transformed image. The LBG 
algorithm reduces complexity of a transferred image without 
sacrificing performance. The image compression have diverse 
applications including Tele-video-conferencing, Remote 
sensing, document and Medical imaging etc. 

 
  V. CONCLUSION 

   With this review, we came to the conclusion that Linde, 
Buzo and Gray (LBG) algorithm reduces complexity of a 
transferred image without sacrificing performance by splitting 
technique for the codebook generation.  
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